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Abstract

The increasing use of electronic health records (EHR) has allowed for an unprecedented ability to perform analysis on patient data. By training a number of statistical machine learning classifiers over the unstructured text found in admission notes and operating procedures, prediction of a surgical procedure’s outcome can be performed. We extend an initial bag-of-words model to a bag-of-concepts model, which uses cTakes and UMLS to extract medical terms and concepts from medical notes. We also extend cTakes to improve the knowledge extraction. Lastly, we propose a knowledge exchange component, which allows physicians to provide feedback on outcome results to further tune the underlying classifier.

1. Introduction

Medical text notes carry invaluable information about the current and previous medical history, current symptoms and severity of condition as well as physicians clinical judgment. Due to the sheer quantity and unstructured form of text data, it is rarely used for analysis or prediction in a clinical setting. Natural language processing techniques have been used with clinical text data to perform tasks, such as, pre-processing, contextual feature detection and code and entity extraction[7][8][14]. However, there are a vast array of richer concepts that are currently untapped within medical text including: symptoms, medications, surgical events, and procedures performed. If these rich concepts can be effectively extracted, like a real physician, a classifier could be trained to predict the outcome of surgeries.

This paper describes a processing pipeline tailored for health records. The pipeline is divided into three primary categories: outcome prediction, feature extraction and knowledge exchange. We begin with a bag-of-words model and refine it into a bag-of-concepts in order to capture these richer concepts present in health records. We extract these concepts using both cTakes, a state-of-the-art medical extraction tool, and our work in progress extensions of context sensitive section identification and ontology collapsing. These extracted features are then used as training samples in supervised learning of an outcome classifier. The final proposed stage then presents the results to the physician, with which they can provide feedback as active learning for the classifier. We show preliminary results for our current system with respect to classification and feature extraction.

2. Data Description

Our dataset consists of 1,999 deidentified patient records obtained from University of Florida Health. In Table 1, we describe the 21 columns of discrete data for each patient record. Many of the discrete data columns can be interpreted literally. Also, a brief description about each data attribute is given with the column name.

In addition to the discrete patient data, we have three columns of medical text data in different stages of patient workup. The first note is a History and Physical examination note by admitting physician. The second note is an operative report written by a surgeon performing the procedure summarizing the technique and all events during surgery. Lastly, discharge notes summarize the events of the hospitalization and provides plan at the time of discharge from the hospital.

3. System Overview

Our system can be divided into three logical subgroups for processing of EHR.

- Outcome Prediction:
  This phase is central to the system and it directly interacts with the other two phases. It involves training a classifier for predicting the outcome of a surgery in terms of probability for mortality and...
postoperative complications. The predictor takes discrete data and concepts from the knowledge extraction phase as input. The output of the predictor will collaboratively work with the knowledge exchange phase.

- **Knowledge Extraction:**
  
  We use knowledge extraction as a preprocessing step to vectorize EHR for use in the other stages. This phase extracts medical concepts in broad categories of Problems, Tests and Treatments. Additionally, it enriches extracted concepts with the contextual attributes of negation, temporality and experiencer.

- **Knowledge Exchange:**

  The final subsystem is a post processing step taken to incrementally increase classification accuracy over time by soliciting feedback from expert users. We describe two forms of knowledge exchange received from users during classifier training and real-world utilization.

4. Outcome Prediction

The goal of text analysis on EHR data is to augment information input value beyond discrete data to improve prediction of outcomes during patient care. We leverage not only the large corpus of discrete and text data, but also the use of expert knowledge in fine tuning machine learning algorithms.

4.1. Classifiers

We compared five different supervised classification algorithms based upon their classification performance and ease of retraining during expert knowledge exchange. The scikit python library[10] was used to compare Neural Networks, K-Nearest Neighbors, SVM, Nearest Centroid and Naive Bayes (Multinomial and Bernoulli) classifiers. We used the F1-score and classification accuracy as quantitative measures of classifier performance and we qualitatively determined the feasibility of tuning the underlying model. Using these metrics, we were able to rank the classifiers for our prediction task.

Due to the need for knowledge exchange between the classifier and expert, we heavily weighted this consideration for each classifier. Active learning for classifiers is typically performed in one of two forms: new sample instances for training or direct manipulation of the classifier weights. The underlying model for two of our classifiers, SVM and Neural Networks, create complex hyperplanes in large multi-dimensional spaces and prove difficult to visualize when tuning through direct manipulation. The fundamental naive independence assumption of the Naive Bayes classifier facilitates an expert to independently assess the concept’s relevance to an outcome of patient care. This can be contrasted to the Nearest Centroid classifier where relevance feedback is the comparison of two documents (pa-
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tient EHR) and how relevant they are to each other. In the domain of document search, the Nearest Centroid classifier has been effectively used by search engines[4], the comparison process is too time consuming for an expert compared to the concept relevance feedback of Naive Bayes. Thus, we have chosen to use the Naive Bayes classifier as our baseline classifier. As future work, we are planning to extend the Naive Bayes model to incorporate dependencies between features.

4.2. Features

Bag-of-words model has been extensively used in document classification[6]. In the bag-of-words model, text is represented as an unordered collection of words, disregarding grammar and word order. The occurrence of or frequency of each word is used as a feature for training a classifier. However, EHRs contain variable-length terminologies and proper extraction of these terminologies is crucial for accurate outcome prediction. A single medical terminology may contain a group of one or more words. For example, “obesity” has only one word and “alcoholic intoxication” contains 2 words. To address this aspect of EHR, we use the “bag-of-concepts” model. In the bag-of-concepts model, the adjacent words are combined into a single medical concept using medical dictionaries. We use the Unified Medical Language System (UMLS)[2] and cTakes[12] to extract variable-length concepts from EHR.

In addition to the textual concepts found in the discrete data and notes, EHR contains continuous numeric data such as age. The textual concepts easily fit into both the bag-of-words and the bag-of-concepts as categorical features. However, the continuous data cannot be easily added because categorical data is expected in a bag-of-words model. We naively discretize the continuous data into sets of fixed interval categorical bins. We plan to investigate the Non-Disjoint Discretization method[15] as a means to more accurately represent the true categorization of continuous values.

4.3. Initial Results

We evaluated each of the classifiers with the following feature models: bag-of-words and bag-of-concepts. The initial results showed that bag-of-words outperformed bag-of-concepts in all of the evaluated classifiers. We observed that the dimensionality reduced from the bag-of-words to bag-of-concepts model, but the instance count of all features in bag-of-concepts was also reduced dramatically. As a result, the feature space for bag-of-concepts was much sparser than the bag-of-words model. With this in mind, we have proposed several modifications in the following section to resolve the accuracy issues of the bag-of-concepts model.

5. Extracting features from Medical Notes

Effective feature extraction is crucial in learning accurate classifiers. Given our initial classifier results, we are pursuing higher quality methods to reduce the curse of dimensionality that arises from medical concepts. Each of the following methods we are proposing is intended to either reduce dimensionality or increase feature strength. At present, we have restricted the feature extraction to be only from History and Physical notes, but plan to incorporate data from operating and discharge notes as well.

5.1. Discover numeric values features from the text

Medical notes contain several important discrete features that can be extracted, such as vital signs, lab results and medication dosage. Typical vital signs reported for a patient are features such as blood pressure, pulse, respiration, oxygen saturation, temperature and other findings on physical examination. Lab results are also an important indicator of the physical status of the patient and have been shown to be key indicators of complications[1]. In order to extract these features, we use cTakes’ specialized modules, lab results classifier and drug named-entity recognition, for extraction of these numeric values. We will extend the cTakes classifier toolkit to also include classification of vital signs and physical indicators. As mentioned in Section 4.2, these
numeric values will be discretized and appended to their corresponding medical concept to create a unique feature associating the concept to its discretized value.

5.2. Section Identification

Commonly, admission notes are divided into several sections. They are chief complaints, history of present illness, past medical history, family and social history, medication list, physical exam, lab result and assessment and plan. Given that conceptually similar medical concepts may be present in different sections, but they can be semantically different depending on the implicit meaning of the section. We wish to capture these feature qualities by developing a rule-based system to partition the document into their corresponding sections. These resulting partitions are then individually passed into cTakes for feature extraction.

Of the sections within EHR, three of them were explicitly shortlisted by domain experts as containing the most pertinent information for outcome prediction. These sections were History of Present Illness, Physical Examination and Assessment and Plan. The history of present illness focuses on symptoms observed by the patient. The physical exam provides standard observations about the patient’s status by physician. Lastly, the assessment and plan contains signs and the doctor’s subjective summary of a patient. In future work, we will focus on extraction of the doctor’s sentiment as means of detecting the severity of a patient’s condition[3][9].

5.3. Sparseness of Features

Given the sparsity of samples for any given concept, we are proposing to map extracted features onto a medical concept ontology and then collapse sparse nodes into their parent concept to increase the sample instances of a concept. Specifically, we use the UMLS and ICD-9 ontologies to deterministically collapse the concepts based upon sample density until we hit a specified sample threshold. The method of collapsing concepts helps ensure a statistically significant number of samples for training the classifier.

6. Knowledge Exchange

Due to the inconsistencies that may arise from extraction errors or sparse data, we propose to exchange knowledge between the expert and the classifier. Presenting classifier extracted knowledge to the expert can highlight previously ignored patient details. Likewise, by soliciting knowledge from experts, the model’s feature quality and classification accuracy can be boosted. This feedback will then be integrated as new training instances for active learning of the classifier[5][11][13].

We ran a pilot study of our knowledge exchange interface with two physicians evaluating 50 patients. In this study, we tested the physician’s acceptance of the important features and classifier results. In order to assess the impact of our system on the physician’s opinion, we divided the study into three steps. The system provided summarized details of the patient’s condition and solicited for the physician’s assessment of a patient spending more than 48 hours in the ICU. In the next step, the system displayed the classifier’s assessment and the top 10 contributing factors for increased risk. The physician evaluated each justifying factor through approval or disapproval as shown in Figure 4. Finally, the physician was allowed to revise their original assessment based on the classifier’s features. We found the physician’s revised assessments were on average 13% more accurate after knowledge exchange (CI 95%, p-value 0.02). On average, 78.2% of the features were approved of by the physicians.

7. Conclusion

We have presented the problem of patient outcome prediction and risk stratification. In the medical domain, a physician’s time is a precious and expensive resource and any task that consumes time is an expensive proposition. We have proposed a system that aims to reduce the amount of time a physician spends gathering information and formulating a decision regarding risk for adverse outcomes using EHR. The proposed system will automatically classify and quantify patient’s personal risk for mortality and complications. The result is displayed as summarized content contributing to the classification allowing the doctor to expeditiously assess the situation, provide feedback and augment their own clinical judgment and decision making.
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